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Figure 1: 3D Facial Geometry Examples estimated by the proposed system.

ABSTRACT
Facial performance capture is used for animation production that
projects a performer’s facial expression to a computer graphics
model. Retro-reflective markers and cameras are widely used for
the performance capture. To capture expressions, we need to place
markers on the performer’s face and calibrate the intrinsic and ex-
trinsic parameters of cameras in advance. However, the measurable
space is limited to the calibrated area. In this study, we propose a
system to capture facial performance using a smart eyewear with
photo-reflective sensors and machine learning technique. Also, we
show a result of principal components analysis of facial geometry
to determine a good estimation parameter set.
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1 INTRODUCTION
Common facial performance capture techniques use retro-reflective
markers and multiple cameras to capture the expressions robustly
[Williams 1990]. However, such systems need many markers on
facial skin for every recording. In addition, they require the pre-
calibration of internal and external camera parameters and we
cannot move the cameras during capturing. Other methods use
monocular cameras [Wu et al. 2016] and commodity RGB-D cam-
eras [Bouaziz et al. 2013]. These methods capture faces with a small
hardware setting, but the measurable space is still limited due to
the viewing angle of the camera and occlusions.
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Figure 2: The concept of our facial performance capture sys-
tem. The mocap marker positions are captured and learned
during the training phase. After the training, our system is
able to estimate facial geometry without mocap makers.

2 RELATEDWORKS
There are several methods for recognizing facial expressions using
wearable devices instead of cameras such as [Gruebler and Suzuki
2014]. Masai et al. developed a system to classify basic facial ex-
pressions using a smart eyewear with photo-reflective sensors and
machine learning [Masai et al. 2016]. They measure the proximity
between the skin surface on a face and the eyewear with the sensors.
Their method allows the classification of facial expressions in many
situations. However, the previous works with wearable devices did
not try to estimate geometry change in various facial expressions.

3 SYSTEM DESIGN
We present a facial performance capture system using a smart eye-
wear with embedded photo-reflective sensors. In the training phase,

Figure 3: Hardware design of the proposed system. The esti-
mation accuracy around the mouth can be improved by ad-
ditional sensors measure displacement around the jaw.

Figure 4: A result of PCA of mocap markers (37 markers, in
total 111 dimensions) on various facial expressions. The re-
sult shows 20 principal components keeps 99% of themarker
information. By dimension reduction of the facial geom-
etry parameters, while keeping the information as much
as possible, we can estimate it by simple embedded photo-
reflective sensors (20 sensors in total) efficiently.

we obtain the marker positions correlating to facial geometry from
the marker-based motion capture system and reflection intensity
information from the sensors of the eyewear. We convert sensor
values into the distance and reduce the dimension of the marker po-
sitions by applying principal component analysis (PCA) . Then, we
generate regression models representing the relationship between
the two. In the estimation phase, using the regression models, we
estimate the 3D position of the markers representing the facial ex-
pression shape of the user from the sensor values. We can retarget
the facial expression to the 3D model (NaturalPoint CohenExpRig)
based on the estimated marker position.

4 CONCLUSIONS
In this study, we proposed a facial performance capture system
using photo-reflective sensors placed on a smart eyewear. Our
performance capture system estimates 3D points on the skin surface
using regression models. The system allows us to estimate 3D facial
geometry with a simple wearable device.
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