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Three projects—a cooking robot, a garment-folding 

robot, and an integrated household task-management 

interface for managing multiple robots—demonstrate 

proof-of-concept prototypes showcasing the future 

of home robots and their interaction design.

M any of us dream of a perfect home robot 
that does all our household chores. Usu-
ally, we expect interaction with this 
robot to be both verbal and nonverbal. 

For example, we say what we want done while point-
ing, and the robot understands what we intend. This 
multimodal interaction is intuitive for people but can 
be difficult for computers. Problems can happen with 
implementation, because even state-of-the-art tech-
nology sometimes cannot understand verbal and non-
verbal instructions.

Another problem is the difficulty of modifying or 
editing verbal instructions after the fact. For example, 
we might say to a robot, “Put this box in front of the door 
by the evening,” but sometime later reconsider and say, 
“Wait, put it just next to the door by tomorrow.” This 
interaction is simple for users but can be incredibly diffi-
cult for computers.

We believe that a GUI is better suited for controlling 
home robots and dealing with these issues. So, we devel-
oped three prototype GUIs for home robot systems. One 
is for robots that cook, one is for a robot that folds laun-
dry, and one manages groups of home robots.

To create these GUIs and robot systems, we used our 
Phybots toolkit.1 It’s an all-in-one package to manipulate 
robots and obtain and manage environmental informa-
tion to rapidly prototype interaction design for robot sys-
tems. It provides a bird’s-eye view of the environment and 
object detection systems with visual markers2 and opti-
cal motion capturing. We abstracted the hardware layer 
(robot manipulation and sensors) so that we can more 
quickly develop systems to demonstrate our research.

THE HOME ROBOT AND ITS INTERFACE
The humanoid robot is the archetypal robot; when peo-
ple say “robot,” they usually mean a humanoid robot. 

Graphical Instruction
for Home Robots
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However, our projects use small mobile 
robots, for two reasons. First, they are 
smaller than humanoid robots and 
can be easily stored in the home—for 
example, in a cabinet. Also, it is more 
natural to use a GUI to instruct a small 
mobile robot that does not have a clear 
mapping of its movements to human-
like nonverbal cues.

The combination of a small mobile 
robot and a GUI makes such robots 
ideal for housework. People will soon 
start using them just like home appli-
ances: a cooking robot, a vacuuming 
robot, and so on. They will also have 
new home appliances that can move 
around the open environment—for 
example, a robot that brings them their 
coffee every morning or moves items 
according to their instructions. Other 
examples might be an automatic book-
shelf or cupboard that organizes its 
contents, a lawn mower that moves to 
wherever its user points, movable trash 
bins that collect rubbish around a room 
as scheduled, and a self-making bed.

Research about GUIs for controlling 
robots has been conducted frequently 
in the field of human robot interac-
tion. Such research has targeted mainly 
extraterrestrial planetary exploration, 
military missions, undersea operations, 
search and rescue, and so on.3,4 Almost 
all telepresence robots use GUIs for 
their remote control, and some are Web-
based.5 However, not much research 

has investigated GUIs for home robots. 
As we just mentioned, home robots 
include not only robots that move 
around the house but also stationary 
furniture and household appliances. 
Creating instructions with GUIs for 
mixed, multidevice robot teams has not 
yet been sufficiently addressed.

We believe that such GUIs have 
advantages over multimodal interac-
tion in some cases. These GUIs have 
four key features. The first is indi-
rect manipulation: users simply create 
instructions on the GUI, and the sys-
tem understands and reconstructs a 
task that the robot easily performs. 
In contrast, in direct manipulation, 
a user must control all of a robot’s 
actions (for example, moving an arm 
and opening and closing fingers one 
by one to grasp a cup).

Second, with asynchronous opera-
tion, users do not have to monitor the 
robot while it works. A key advan-
tage of automated home appliances 
is that they free users to do other 
things while the appliances are work-
ing. The Roomba vacuum cleaner is a 
good example of this. Asynchronous 
operation is particularly important to 
expand the use of home robot systems.

The third feature is editable instruc-
tions. The most important consider-
ation when designing a GUI is that 
users can create, modify, save, and 
load instructions just as easily as if 

they were manipulating photos in 
an image-editing application such as 
Adobe Photoshop. Although consid-
erable research has investigated how 
to perform task instruction in robot 
systems, less attention has focused 
on how to edit instructions after they 
have been given.

Finally, timeline-based instruction 
and interfaces are popular in ani-
mation and video production but 
not in robotics, especially domestic 
human–robot interaction. A timeline 
interface lets users easily edit when 
a robot should perform a task. One 
variant of a timeline-based interface 
is a procedural-based interface; in 
this case, the order, rather than the 
specific time, is important.

COOKY
Cooky, our cooking-robot system,6 
does not perform the entire cooking 
process. Generally, even a state-of-
the-art robot system would have diffi-
culty identifying ingredients, cutting 
them, and boiling or broiling them in 
an open environment. So, we propose 
a human–robot collaboration frame-
work in which the user does what the 
robot cannot.

Cooky uses several small mobile 
robots on a customized table and a 
pot on an induction-heating stove (see 
Figure 1). The main ingredients are 
on customized plates; the seasonings 
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FIGURE 1. The Cooky robot system. (a) An overview snapshot. (b) The system configuration. The user does what the system cannot, 
such as the cooking preparation. The system does the other tasks, such as placing ingredients in a pot, adjusting the stove’s heat, and 
stirring the pot.
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are in customized bottles so that the 
robots can easily identify them. The 
robots, plates, and bottles have visual 
markers that let a ceiling camera track 
them. The robots, stove, and camera 
are all connected to a PC. The system 
comes with a special recipe book (see 
Figure 2) and the GUI (see Figure 3).

First, the user selects a recipe from 
the recipe book. For each recipe, the 

book includes its name and snapshot 
(see Figure 2a), the instructions and 
timelines for preparing it (Figure 2b), a 
list of the ingredients (Figure 2c), and 
each ingredient’s visual marker (Fig­
ure 2d).

The user cuts the main ingredi­
ents according to the instructions, 
puts each main ingredient on a plate, 
and places the corresponding visual 

marker on the plate. The user also 
pours water in the pot and places it 
on the cooker. He or she then clicks 
on the Start button in Cooky’s GUI. 
The system puts the main ingredients 
and seasonings in the pot one by one, 
adjusts the heat, and notifies the user 
when the meal is ready.

The user can also define new rec­
ipes. He or she preprocesses the nec­
essary main ingredients and places 
them and the visual markers on 
the plates. The system comes with 
a set of visual markers for common 
 ingredients (onions, carrots, pota­
toes, beef, pork, and so on), but users 
can use supplemental visual markers 
for other ingredients. Then, through 
the GUI, the user defines the cooking 
 procedure—what ingredients to use 
and how to adjust the heat. The user 
sets the timing for adding ingredients 
by dragging and dropping the corre­
sponding screen icons on the top time­
line (see Figure 3c). The user can select 
multiple copies of an icon to have the 
system add specific portions of those 
ingredients to the pot. To control the 
temperature, the user edits the graph 
on the bottom timeline (see Figure 3d).

FOLDY
Foldy, our garment­folding robot sys­
tem, consists of a robot, a stage with 
a camera on top, and a computer (see 
Figure 4a).7 To teach Foldy how to fold 
a garment, the user places the unfolded 
garment on the stage and clicks on the 
Camera button in Foldy’s GUI. A camera 
view then appears on the screen, and the 
user clicks on the Capture button to cap­
ture the garment image. This defines 
the initial configuration for the folding. 
Ideally, the robot should be able to start 
with any arbitrary configuration, but 
our current implementation starts only 
with this unfolded configuration.
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FIGURE 2. The Cooky recipe book. For each recipe, the book contains (a) its name and 
snapshot, (b) the instructions and timelines for preparing it, (c) the list of ingredients, and 
(d) each ingredient’s visual marker.
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FIGURE 3. The Cooky interface. (a) A live top-down view of the cooking setup. (b) Visual 
markers overlaid with the corresponding icons. (c) A timeline view showing when to add 
ingredients. (d) A timeline for temperature control. (e) An enlarged live view of the pot.  
(f) The control buttons. (g) The progress bar.
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The user then folds the virtual gar-
ment by clicking on a point on the gar-
ment’s edge and dragging it to a target 
location (see Figure 4b). The system 
continuously provides visual feedback 
during dragging. A folding step ends 
when the user releases the mouse but-
ton; the result then appears as a snap-
shot on the history panel (on the right 
of Figure 4b). The user repeats this pro-
cedure until the folding session is done. 
The user can always go back to a previ-
ous step by clicking on the correspond-
ing snapshot in the history panel. The 
user can also preview the folding pro-
cess by pressing the Verify button.

Some folding configurations might 
be physically impossible because of the 
robot’s mechanical constraints, such 
as when the fold is too small or too 
large. In those cases, the virtual gar-
ment changes color during dragging 
(see Figure 5). The system asks the user 
to keep dragging until the garment 
returns to the default color. If the user 
releases the mouse when the garment 
is in an invalid state, the fold fails, and 
the garment returns to the previous 
state. This feedback naturally commu-
nicates the robot’s physical constraints 
to the user and facilitates the design of 
a valid folding procedure.

After completing a folding ses-
sion, the user can store it and have the 

robot perform the actual folding later. 
The user puts the robot on the stage 
and clicks on the Start Folding but-
ton. The system continuously moni-
tors the robot’s progress and adjusts 
its actions accordingly.

ROBOSHOP
Cooky and Foldy aimed to create 
instructions for individual robots inde-
pendently, so they are not really suit-
able for assigning coordinated action 
among multiple robots. To address 
this issue, we present Roboshop, a 
task-management tool for home robots 
that employs a graphical editing inter-
face.8 Roboshop’s appearance is similar 
to typical graphical editing systems, 
especially image-editing tools such 
as Photoshop and GIMP (GNU Image 
Manipulation Program).

To create instructions, the user first 
selects a tool (for example, the Vacuum 
tool) from the Housework Toolbox (see 
Figure 6a). The Property Panel (see Fig-
ure 6b) lets users set the tools’ proper-
ties. For example, users can slow down 
or speed up the robots’ actions or can 
have robots avoid certain areas.

Next, the user instructs the robot 
system by sketching on a bird’s-
eye view of the environment in the 
SketchPanel (see Figure 6c). For 
example, the user might specify an 
area to vacuum by coloring that area. 
Roboshop employs Rainbow Sketch, 
which we designed to support multi-
colored freehand drawings with pre-
designed optional annotations. It 
aims to convey clear instructions to 
robots and convey meaningful task 
details to users.
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FIGURE 4. The Foldy garment-folding robot system. (a) The system configuration. (b) An overview of the interface (top) and the folding 
operation in action (bottom). To teach the system, the user folds a virtual captured garment on the computer, using a graphical editor.
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FIGURE 5. Three views of the folding process. (a) Initially, the garment is flat. (b) To notify 
the user of an invalid fold, Foldy changes the garment’s color. (c) The user has completed 
a valid fold.
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Finally, with the Scheduler (see Fig-
ure 6d), the user specifies the date and 
time for the task to start or finish.

Roboshop also provides the Layer 
Palette for managing multiple tasks 
in the same room (see Figure 6e) and 
a grouping tool to extract tasks of 
interest (not shown in Figure 6). Lay-
ers are stored in the Layer Palette; 
users can restore a layer (for example, 
a  household-task instruction) and 
edit it anytime. The layered graph-
ical representation gives a quick 
overview of and access to the rich 
information tied to the physical envi-
ronment. Given that the system sup-
ports asynchronous heterogeneous 
robot controls, layers and grouping 
help users review and manage task 
sets efficiently.

The GUIs we just presented are 
not particularly novel; we essen-
tially applied well-known GUI 

techniques from human– computer 
interaction to home robot systems. 
However, as we mentioned before, this 
has not really been explored in robot-
ics with careful design and evaluation. 
So, we feel that our three projects are 
successful first steps in that direction.

We are aware of graphical instruc-
tion’s limitations; for example, it 
requires computing devices, whereas 

multimodal, human-like  interactions 
do not require any devices.  Likewise, 
users need to learn how to use the 
interface (however, this typically 
does not take long). Even so, we feel 
that the benefits of using GUIs out-
weigh these shortcomings.

We believe that our approach is 
very general and could contribute 
to the creation of user interfaces for 
new appliances that will appear in fu-
ture smart homes and environments. 
These appliances might have compli-
cated functions beyond our intellec-
tual capacity and have a completely 
different kinematic performance com-
pared to current appliances. They 
might be able to accept instructions 
by natural conversation.

Nevertheless, graphical instruction 
will still serve as a default user inter-
face that accepts indirect, asynchro-
nous orders. The graphical represen-
tation of appliances and instruction 
might be more important for interac-
tion with these intelligent appliances 
because it will become difficult to 
understand what the appliances are 
actually thinking.

Overall, combining GUIs with other 
technologies will open up new research 
fields. In our case, the combination of 
a GUI and a home robot has exciting 
potential applications for human–
computer interaction. We believe that 

GUIs will never die and will still be rel-
evant well into the 21st century. 
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